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1 Introduction

Gathering data from remote processors is an important step of many contemporary
applications. The data may be obtained as a result of computations or by sensing the
environment. They have to be collected together for analysis, processing and storing.
Scheduling algorithms for data gathering networks were proposed, e.g., in [1, 2, 5, 7].

In this work we analyze data gathering in a 2-level tree network. The leaf nodes
of the network transfer data to intermediate nodes, which preprocess and merge them,
constructing new, intermediate datasets. These datasets have to be sent to a single
base station. The base station processes them and stores final results. Our goal is
to schedule communication and computations in the network so that the whole data
gathering process takes the shortest possible time.

2 Problem formulation

The data gathering network consists of a single base station P0, n intermediate nodes
P1, . . . , Pn and m leaf nodes Pjk. An intermediate node Pj gathers data from leaf nodes
Pjk for k = 1, . . . ,mj , where m1+. . .+mn = m. A subnetwork consisting of node Pj and
all nodes Pjk for given j will be denoted by Nj . It is assumed that all network nodes have
identical communication and computation capabilities, described by communication rate
(inverse of speed) C and computation rate A.

At time t = 0 each node Pjk holds dataset Djk of size αjk, which should be sent to Pj

(in time Cαjk). At most one leaf node can communicate with intermediate node Pj at a
time. After the transfer of dataset Djk is completed, this dataset can be preprocessed by
Pj , in time Aαjk. The results produced by Pj for all datasets Djk are concatenated and
constitute a new dataset Dj of size αj = γ

∑mj

k=1 αjk, where γ is a parameter describing
the relationship between the sizes of initial and intermediate data. Node Pj needs time
Cαj to transfer this dataset to the base station, which processes it in time Aαj . At most
one intermediate node can communicate with the base station at a time. It is assumed
that each dataset can be sent in many separate pieces, i.e. communication preemptions
are allowed. The scheduling problem is to minimize the total data gathering time T .

∗Joanna.Berlinska@amu.edu.pl. Faculty of Mathematics and Computer Science, Adam Mickiewicz
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3 Results

Let us first note that solving our scheduling problem can be divided in two steps. In
the first step a schedule for data gathering in each subnetwork Nj will be constructed
separately. As communication in a subnetwork is sequential, the analyzed problem
consists in makespan minimization in a 2-machine flow shop, where the communication
network is the first machine, and node Pj is the second machine. The two operations
of job k (k = 1, . . . ,mj) are sending and preprocessing dataset Djk. Therefore, the
problem can be solved in O(mj logmj) time using Johnson’s algorithm [6]. The minimum
makespan computed for subnetwork Nj will be denoted by rj . Thus, intermediate node
Pj is ready to start transferring data to the base station at time rj . The second step
is constructing a schedule for sending and processing the intermediate results. As the
communication between intermediate nodes and the base station is sequential, we have
to solve a special case of another flow shop scheduling problem, F2|rj , pmtn|Cmax, which
is known to be strongly NP-hard in general [4]. Let us remind that in our problem the
execution times of two operations of job j are equal to p1j = Cαj and p2j = Aαj , i.e.
we consider a proportionate flow shop with different machine speeds.

We first show that if αj = α for j = 1, . . . , n, i.e. all subnetworks Nj deliver
the same amounts of data, then the shortest schedule can be computed in O(n log n)
time. Namely, every time the communication network becomes idle or a new dataset is
released, an available dataset with the shortest remaining transfer time should be chosen
for sending. Note that αj = α does not mean that release times rj have to be equal,
since the subnetworks may contain different numbers of leaf nodes holding datasets of
different sizes αjk which sum up to α/γ.

For the general case with different αj we analyze the following communication
scheduling algorithm.

1. Let J = {1, 2, . . . , n} and t = minj∈J{rj}.

2. Find the set of available jobs A = {j|j ∈ J, rj ≤ t} and t′ = min{rj |rj > t, j ∈ J}.
Choose a job j in A according to Johnson’s rule [6].

3. Let L = min{p1j , t′− t}. If p1j ≤ L, schedule the transfer of dataset Dj in interval
[t, t+p1j) and set J = J \{j}. In the opposite case schedule the transfer of dataset
Dj in interval [t, t+ L) and set p1j = p1j − L.

4. If J 6= ∅, set t = t+ L and go to step 2.

Thus, every time the communication network becomes idle or a new dataset is released,
the dataset to be transferred is chosen according to Johnson’s rule. The datasets are
processed by the base station in the order in which they are received. We show that

• If C ≤ A, the above algorithm computes the shortest possible schedule, since our
problem boils down to a special case of F2|rj , 1-min, pmtn|Cmax [3].

• If C > A, the algorithm does not always produce the optimum solution.

The case with C > A is further analyzed in order to identify additional conditions under
which the considered algorithm is guaranteed to deliver optimum results.
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4 Conclusions and future work

We showed that the analyzed data gathering scheduling problem can be solved in poly-
nomial time if C ≤ A or αj = α for j = 1, . . . , n. However, the complexity status of
the case with C > A and different αj remains open and should be investigated in the
future. A promising direction in constructing (exact or approximation) algorithms for
this problem may be analyzing the relationship between intermediate dataset sizes αj

and their release times rj .
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